PRACTICE EXAM  

Closed Book Portion

    • Compare and contrast each of the following pairs (i.e., not just a definition):  
        - Sample mean and Least Squares mean
        - Statistic and Parameter
        - Standard deviation and Standard error
        - Type I test of treatment effects and Type III test of treatment effects
        - Experimental unit and Sampling unit 
    • For the one-way classification with 3 treatments, and at least one observation per treatment, one can write the model as 
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 estimable in this model? If so, show it and give its BLUE. 
        - Is 
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 estimable in this model? If so, show it and give its BLUE. 
    • In the event that a significant interaction exists in an experiment involving two qualitative factors, how would you approach the interpretation of results?
    • Let 
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? Do not forget to specify the parameters of the distribution. 
        - Let 
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 denote the K-dimensional Euclidian space, 
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 be the density function of the standard normal random variable. Show that 
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Hint: Use the definition of the expectation operator and your result in (a). 
    • A tomato researcher has two genetic strains of tomatoes (Wild type and Mutant). The Mutant strain is the same strain as the Wild type except that one specific gene has been disabled. The tomato plants are grown under three moisture environments (normal, decreased, increased). Three seedlings of each strain are grown in a greenhouse container. Containers are randomly assigned to each combination of strain and moisture environment. At the end of the study, all tomatoes produced by the plants in a container are processed together and the mg lycopene/kg tomatoes measured. Initially, the researcher planned to have four replicates of each treatment. However, some values of lycopene mg/kg were reported as missing values by the people measuring the lycopene concentration. Following are the data:  
 strain moisture rep lycopene M N 1 8.83 M N 2 8.79 M N 3 8.77 M N 4 8.73 M I 1 8.49 M I 2 9.09 M I 3 8.46 M I 4 8.57 M D 1 . M D 2 . M D 3 8.25 M D 4 8.34 W N 1 10.68 W N 2 10.43 W N 3 . W N 4 9.86 W I 1 . W I 2 . W I 3 10.64 W I 4 . W D 1 10.09 W D 2 . W D 3 10.15 W D 4 9.34 
        - What are the experimental design and the treatment design used? 
        - Sketch out the ANOVA (source, d.f.) assuming that data are available from all four reps of each treatment (i.e. a total of 24 containers of plants). Also give the expected mean squares. 
        - Sketch out the ANOVA (source, d.f.) from the data that are available. 
        - Are there any missing cells/treatment combinations in the data? Justify your answer. 
        - After the original statistical analysis was performed using the above dataset with missing values, the researcher found out that those observations coded as missing were really observations that were below the limit of detection (8.00). Are the results from the original statistical analysis still appropriate? Justify your answer. 
    • Consider the usual simple linear regression situation: 
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 Note the simple form of 
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 and that we have only 5 observations.  
        - Find the least squares estimate 
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 and express it in terms of 
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        - Show that 
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 is unbiased and find its variance. 
        - Show that 
[image: image21.wmf])/2

(

=

2

4

y

y

-

·

g

 and 
[image: image22.wmf])/4

(

=

1

5

y

y

-

·

h

 are also unbiased for 
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 Consider now the estimator 
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, another estimator of the slope parameter 
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        - Find the variance of 
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 that minimizes the variance found in part (d). 
    • Let 
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        - Find an unbiased estimator of 
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    • There are a variety of ways to construct a joint PDF for two random variables by using their marginal PDFs. One way is to use the Farlie-Gumbel-Morgenstern family of joint PDFs. The joint CDF for two random variables is defined in general as: 
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where 
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 is a marginal CDF for the continuous random variable 
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 is a parameter that is between -1 and 1. Use 
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 as the marginal PDF for the random variable 
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 in this problem.  
        - Discuss the role that 
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 plays in the relationship between the two random variables. 
        - Describe a real-life situation where the Farlie-Gumbel-Morgenstern family would be useful. 
        - In general, there are no closed form solutions to finding the maximum likelihood estimates of 
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 and the parameters from 
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. Propose a procedure that can be used to find these estimates for a set of data and specific PDFs that would be given to you. 
        - Show that a general, simplified expression for the joint PDF for the Farlie-Gumbel-Morgenstern family is 
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- Show the marginal PDF of 
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PRACTICE EXAM  

Open book  Section 
In this problem, you are to imagine that you are a statistical consultant who is approached by an agronomy/food science team studying coffee. The diskette provided with this exam contains a file `coffee.sas' containing the input data step and the data for an experiment. Your job is to  
        - help analyze the data 
        - help write the materials & methods section of the team's research article by providing a paragraph or two describing the design and analysis 
        - provide an additional paragraph for the results & discussion section describing the major findings and their relevant statistical support.

An experiment was conducted in which two varieties of coffee (variety X, variety Y), two growing conditions (shade, sun) were examined as well as three roasting methods (1=light, 2=medium, 3=dark). The response of interest was flavor, measured as the average of 5 expert judge's rating on a scale from 0 (worst) to 100 (best). The experiment was conducted as follows: a site in a coffee plantation was identified for the experiment. The site was on a hillside, with a stream flowing alongside, so it was decided to block the site in two directions. The site was divided into four blocks along the north-south dimension and four blocks along the east-west dimension. Thus the site was divided into 16 plots, arranged in a grid. Four treatments, T1=variety X in sun, T2=variety X in shade, T3=variety Y in sun, T4=variety Y in shade, were applied to the 16 plots in such a manner so that each treatment occurred exactly once in each row (north-south block) and once in each column (east-west block). After harvest, three random samples of beans were taken from the bean harvest from each plot, and assigned as random to the three roasting methods. After roasting, coffee was prepared from each of the 
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 batches of roasted beans and flavor rating made.
The objective of the experiment is to gain a better understanding of the effects of variety, growing condition, and roasting methods on coffee flavor. With this in mind,  
        - Analyze the data using SAS procedures and options you deem to be appropriate. Your answers to parts (b) and (c) should be based on your analysis. 
        - Write a 1-2 paragraph description of the design and analysis suitable for a materials and methods section of a research article. You should include the name of the design, the statistical model and relevant assumptions, the general approach to the analysis, the software used (and why), the specific statistical procedures used and why they were relevant to the objectives of the research.
Poor writing and use of irrelevant statistics unrelated to the objectives of the research will count against you. Writing must be acceptable for journal publication - this is to be a research article, not the answer to a homework problem. Also, journals have page charges, so it is important to say what you have to say as briefly as possible and not go on and on. If you don't know what the proper form is, look  over a few articles in current research journals - e.g. Agronomy Journal, Crop Science, Journal of Food Technology, etc. 
        - Now, write a 1-2 paragraph description of the conclusions relative to the stated objective of the research and the statistical support for these conclusions. This section should also include a brief statement concerning the assumptions for the statistical model described in part (b): 1) were they verified, and 2) how they were verified? Again, your write-up is for journal publication in the Result and Discussion section - do not write it up as a homework problem. Also, as in part (b), poor writing, excessive length, and use of irrelevant statistics will count against you. 
data coffee;

  input row    column    trt    variety$    grow_con$    method       y;

  datalines;

1        1       1        X        Sun           1      62.0959

1        1       1        X        Sun           2      61.5501

1        1       1        X        Sun           3      67.5239

1        2       2        X        Shade         1      70.7532

1        2       2        X        Shade         2      76.2290

1        2       2        X        Shade         3      78.6724

1        3       3        Y        Sun           1      76.5961

1        3       3        Y        Sun           2      79.1700

1        3       3        Y        Sun           3      81.8933

1        4       4        Y        Shade         1      82.7030

1        4       4        Y        Shade         2      85.9135

1        4       4        Y        Shade         3      89.0494

2        1       2        X        Shade         1      65.9786

2        1       2        X        Shade         2      66.4776

2        1       2        X        Shade         3      71.6420

2        2       3        Y        Sun           1      69.7953

2        2       3        Y        Sun           2      68.0385

2        2       3        Y        Sun           3      70.6759

2        3       4        Y        Shade         1      76.4413

2        3       4        Y        Shade         2      80.5094

2        3       4        Y        Shade         3      79.3139

2        4       1        X        Sun           1      74.2531

2        4       1        X        Sun           2      77.5101

2        4       1        X        Sun           3      76.5748

3        1       3        Y        Sun           1      61.0896

3        1       3        Y        Sun           2      64.5639

3        1       3        Y        Sun           3      65.4664

3        2       4        Y        Shade         1      65.4106

3        2       4        Y        Shade         2      71.4660

3        2       4        Y        Shade         3      65.9886

3        3       1        X        Sun           1      64.4861

3        3       1        X        Sun           2      64.6521

3        3       1        X        Sun           3      64.5417

3        4       2        X        Shade         1      76.0128

3        4       2        X        Shade         2      78.8821

3        4       2        X        Shade         3      79.9176

4        1       4        Y        Shade         1      61.2899

4        1       4        Y        Shade         2      65.5954

4        1       4        Y        Shade         3      71.4744

4        2       1        X        Sun           1      59.1496

4        2       1        X        Sun           2      58.7116

4        2       1        X        Sun           3      65.9748

4        3       2        X        Shade         1      72.8682

4        3       2        X        Shade         2      74.4748

4        3       2        X        Shade         3      83.2221

4        4       3        Y        Sun           1      78.0528

4        4       3        Y        Sun           2      79.4541

4        4       3        Y        Sun           3      77.4186

;

proc print; run;
_1333544552.unknown

_1333544562.unknown

_1333544566.unknown

_1333544568.unknown

_1334634530.unknown

_1334634536.unknown

_1333544569.unknown

_1334579321.unknown

_1333544567.unknown

_1333544564.unknown

_1333544565.unknown

_1333544563.unknown

_1333544558.unknown

_1333544560.unknown

_1333544561.unknown

_1333544559.unknown

_1333544554.unknown

_1333544555.unknown

_1333544553.unknown

_1333544536.unknown

_1333544544.unknown

_1333544548.unknown

_1333544550.unknown

_1333544551.unknown

_1333544549.unknown

_1333544546.unknown

_1333544547.unknown

_1333544545.unknown

_1333544540.unknown

_1333544542.unknown

_1333544543.unknown

_1333544541.unknown

_1333544538.unknown

_1333544539.unknown

_1333544537.unknown

_1333544528.unknown

_1333544532.unknown

_1333544534.unknown

_1333544535.unknown

_1333544533.unknown

_1333544530.unknown

_1333544531.unknown

_1333544529.unknown

_1333544520.unknown

_1333544524.unknown

_1333544526.unknown

_1333544527.unknown

_1333544525.unknown

_1333544522.unknown

_1333544523.unknown

_1333544521.unknown

_1333544516.unknown

_1333544518.unknown

_1333544519.unknown

_1333544517.unknown

_1333544514.unknown

_1333544515.unknown

_1333544512.unknown

_1333544513.unknown

_1333544510.unknown

_1333544511.unknown

_1333543477.unknown

